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ABSTRACT Shortening the packet length has been a consensus in wireless network design for supporting
the ultra-low latency Internet of Things (IoT) applications. Yet, with short-packet transmission, the rate
loss would occur, which further depends on the blocklength, making the network optimization notoriously
difficult, especially for random access networks. This paper focuses on the representative random access
network, i.e., Aloha, with short packet transmission, namely, short-packet Aloha. Specifically, we aim to
optimize the sum rate and access delay of short-packet Aloha. By deriving the probability of successful
transmissions of packets, both the network sum rate and the probability generating function of access
delay are obtained as explicit functions of key system parameters. The maximum sum rate and the
minimum mean access delay are further derived by jointly tuning the packet transmission probability
and the blocklength of packets. The effect of system parameters on the optimal sum rate and access
delay performance is investigated. It is shown that the maximum sum rate is insensitive to the retry
limit M, while deteriorates as the information bits per packet k decreases. In contrast, the optimal delay
performance can be improved with a small M or k. The reliability performance is also evaluated and
shown to be enhanced with a large retry limit M. The analysis sheds important light on the access design
of practical short-packet Aloha networks. By taking LTE-M as an example, it is found that to improve
access delay performance, the information bits per packet k should not exceed an upperbound, which
polynomially decreases as the network size increases.

INDEX TERMS Aloha, finite block length region, low latency, maximum sum rate, short-packet.

I. INTRODUCTION
HE EMERGING mission-critical Internet of Things
(IoT) applications, such as autonomous driving, remote
surgery and smart grid automation, require Ultra-Reliable
Low Latency Communication (URLLC). For instance,
autonomous driving usually requires status messages

delivered within less than 10 ms to enable cooperative vehi-
cle maneuver, dense platooning, and so on [2]. To meet the
ever-demanding latency requirement, various wireless tech-
niques and paradigms have been proposed, among which the
grant-free random access scheme along with short-packet
transmission gains significant attention.
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Short-packet transmission is a straightforward way for
latency reduction and the main feature of IoT communi-
cations, which adopts finite blocklength codewords for data
transmissions. However, packets would experience decod-
ing error due to the operation in the finite blocklength
regime, and the error probability is a complicated function
of the blocklength [3], with which the network performance
optimization becomes challenging. This issue gets even more
difficult with grant-free random access scheme, where each
transmitter sends its packet to the receiver without seek-
ing the grant from a central controller. With distributed
nature of access behavior of nodes, the number of active
transmitters varies over time and the service rate of each
node’s data queue is determined by the aggregate activi-
ties of all nodes. Therefore, how to optimize the network
performance of the grant-free random access scheme with
short-packet transmission is a challenging issue that remains
largely unexplored.

A. DELAY ANALYSIS OF ALOHA
Due to the contention in the shared channel, the grant-free
random access often suffers from low efficiency and poor
delay performance as successful channel access cannot be
guaranteed. In this paper, we focus on the representative
grant-free random access scheme, i.e., slotted Aloha.
Extensive works have been done on evaluating the delay
performance of the slotted Aloha networks. Specifically, by
approximating the channel aggregate traffic as a Poisson
variable, the mean access delay [4], [5], [6], [7], and the
probability mass function of access delay [8], [9] have been
characterized. By assuming a saturated network, i.e., each
user always has packets to transmit, the mean access delay
was characterized in [10], while the probability mass func-
tion of access delay was derived in [11]. By further taking the
queueing dynamics into consideration, the one-packet buffer
assumption was assumed in [12], [13], [14] while a buffer
with infinite length was considered in [15], [16]. General
cases with a finite buffer length and various queueing mod-
els were further investigated in [17], [18], [19], [20] where
the probability generating functions of access delay were
given. It was found that the delay performance deteriorates
as the packet arrival rate [14], [17] or the number of nodes
[11], [17] increases. A tradeoff between the throughput and
delay performance was observed in [8], [16], [19], [20].
Above studies mainly focus on numerical evaluation
of the delay performance of slotted Aloha networks for
given system parameters. How to adjust system config-
urations to optimize the network performance is another
interesting problem. In [21], [22], an analytical framework of
Aloha networks was proposed, where explicit expressions of
moments of access delay were derived, which further enabled
delay optimization. The analysis was extended to the sce-
nario with a finite retry limit in [23], where the packet is
dropped if the number of retransmissions reaches this limit.
It was shown that to optimize the delay performance, the
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packet transmission probability and the retry limit should be
carefully tuned according to the network size.

B. SHORT-PACKET TRANSMISSION

To satisfy the stringent latency requirement of the mission-
critical IoT applications, a consensus has gradually come into
being: the packet length should be shorten. It has both its
pros and cons. The advantages lie in low signalling overhead,
energy consumption and delay. However, the short-packet
transmission also leads to a large decoding error probability
and loss of information encoding rate.

Specifically, the classical Shannon capacity of the point-
to-point channel assumed that the codeword length is long
enough. In the finite blocklength regime, nevertheless, the
rate loss would occur [24]. Tight approximation of the point-
to-point channel capacity in the finite blocklength regime
has been characterized in [3], [25]. Based on the approx-
imation, a tradeoff among the reliability, throughput and
latency performance has been characterized [26]. An energy-
efficient packet scheduling scheme was proposed in [27] by
optimizing the blocklength and transmission power under
delay constraints. Performances of Automatic Repeat reQuest
(ARQ) mechanisms were discussed in [28], [29] to find
suitable values of the blocklength.

For the multiple access channel, the maximum achievable
rate region was characterized from an information-theoretical
perspective of view in [30]. For the grant-free random
access, [31] considered an Aloha network in which nodes
tune their packet transmission probabilities to satisfy dis-
tinct delay guarantees. Yet, the blocklength is fixed in these
studies. Note that in the finite blocklength regime, the block-
length has a significant impact on the network reliability and
delay performances. With a larger blocklength, the chance
of successful decoding is enhanced while the packet trans-
mission time is enlarged. As such, the blocklength becomes
an important parameter that should be carefully selected.
A TDMA scheme was considered in [32], [33], where
the network throughput is maximized by jointly tuning the
packet length and the packet error rate [32], or by tuning
the number of information bits per packet [33].

For Aloha networks in the finite blocklength region, both
the blocklength and the packet transmission probability could
be jointly tuned to optimize the network performance. Yet no
systematic study has been conducted towards that purpose.
As a result, how to optimize the rate, delay and reliability
performance of the short-packet Aloha networks remains
unknown.

C. OUR CONTRIBUTIONS

To address above open issues, in this paper, the analytical
framework in [21] is extended to analyze the short-packet
n-node Aloha network with packet dropping. Specifically,
each node transmits a packet to a single receiver via an
Additive White Gaussian Noise (AWGN) channel with a
certain probability in each time slot. If the packet transmis-
sion fails for M times, then the packet is dropped. Each node
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encodes k information bits into one packet of blocklength
N. Both the network sum rate and the mean access delay
are derived as explicit functions of the system parameters
including the packet transmission probability, blocklength N
and retry limit M. Based on these expressions, the optimal
rate and delay performance is characterized by jointly tuning
the initial transmission probability of data packets go and the
blocklength N.

We start by focusing on the network sum rate performance.
The analysis shows that the maximum sum rate can be
improved with a larger information bits per packet k while
is independent of the retry limit M. To achieve the maxi-
mum sum rate, however, the corresponding optimal initial
transmission probability of data packets should be properly
enlarged as M increases if the binary exponential back-
off is adopted. On the other hand, for the access delay
performance, it is found that the mean access delay of
successfully-transmitted packets ED decreases as the ini-
tial transmission probability of data packets go increases or
the retry limit M decreases. With M — oo, i.e., there is
no packet dropping, the network sum rate and the mean
access delay can be optimized simultaneously by optimally
tuning go and the blocklength N. By further considering
the reliability performance, the tradeoff between the access
delay and reliability is revealed, where the minimum mean
access delay deteriorates while the reliability can be greatly
enhanced with a larger M. Since the reliability is insensitive
to k and ED can be reduced with a smaller k,! a combination
of a large retry limit M and a small number of information
bits per packet k is suggested to balance the tradeoff between
the access delay and reliability.

The analysis is further applied to a single-cell LTE-M
system, where the minimum mean access delay is character-
ized. It is found that in order to satisfy the requirement of the
mean access delay, the number of information bits per packet
k should not exceed a certain threshold, and the threshold
value polynomially decreases with the network size n.

The remainder of this paper is organized as follows.
Section II first presents the system model. The maxi-
mum sum rate and the minimum mean access delay are
derived in Section III and Section IV, respectively. Section V
presents how the analysis can be applied by an example
of a single-cell LTE-M network. Conclusions are drawn in
Section VI.

Il. SYSTEM MODEL
Consider a n-node slotted Aloha network with one common
receiver. Assume that the network is saturated, i.e., each node

1. Different from the infinite blocklength case in [21], [34] where the
access delay is evaluated in unit of time slots, with finite blocklength,
the access delay is evaluated in unit of seconds which depends on the
blocklength and thus becomes a function of the number of information bits
per packet.
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always has packets to send.? Each node starts a transmission
only at the beginning of a time slot, and receives a perfect
feedback of the transmission outcome from the receiver by
the end of the time slot.

In this paper, we consider an AWGN channel between
each transmitter and the receiver, and the mean received
SNR is identical for each node,3 which is denoted as p.

A. PACKET ENCODING AND DECODING
Since Aloha was first proposed, a time-slotted and packet-
based network has been assumed [4], [5], [6], [7], [8], [9],
(111, [12], [13], [14], [15], [17], [18], [19], [20], [31], [34],
[35]. Here we also assume that each node independently
encodes k information bits into a codeword, i.e., a sequence
of symbols, as one packet. Each packet lasts for only one
time slot, that is, no coding over successive time slots. Since
the channel statistics are identical, it is commonly assumed
that each node has the same information encoding rate. Let
the number of symbols N denote the blocklength, i.e., the
packet length. The information encoding rate R can then be
denoted as the ratio of the number of information bits in
each packet k to the blocklength N,
k
R= (1

For a point-to-point AWGN channel, with a large block-
length N, the information encoding rate R can be close to
the channel capacity log, (14 p) by random coding, where p
is the mean received SNR. In the finite blocklength region,
nevertheless, rate loss and decoding error would occur. The
information encoding rate is approximately given by [3]

vV 1
R~10g2(1+p>—\/;Q 1<e>+ﬁlog2N, )

where O~ (-) denotes the inverse of the Gaussian Q function,
the channel dispersion V is given by V = p 12:52 (log, e)?,
and € denotes the packet error probability, which can be

obtained as

Nlogy(1+ p) — k+ (logy N)/2
= 3
€ Q( N ) 3

by combining (1) and (2).

In this paper, we assume a single-user detector at the
receiver, i.e., each node’s packet is decoded independently
by treating others’ as background noise. For one node that
has concurrent transmissions from other i nodes, its received

2. Note that the network sum rate is pushed to the limit under saturated
condition. For the delay performance, the saturated condition presents a
worst case. As the queueing delay (which includes the waiting time in each
node’s queue) would become unbounded, we focus on the access delay
performance in this paper.

3. If nodes have different mean received SNRs, then those with larger
mean received SNRs would have a larger information encoding rate.
Identical received SNR is assumed here to ensure fairness among nodes,
that is, all the nodes have the same rate performance.
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FIGURE 1. Packet error probability ¢ versus the information encoding rate R.
k =100, p =10dB.

SINR is given by #, where i € {0, 1,...,n — 1}. Then
the packet error probability becomes

N10g2<1 + ﬁ) —k+ (log; N)/2
VNV

Therefore, whether one packet can be successfully decoded
or not critically depends on the information encoding rate R
and the number of concurrent transmissions according to (4).
As each node decides when to transmit by its own, the subset
of active nodes randomly varies over each time slot.

Fig. 1 illustrates how the packet error probability € varies
with the information encoding rate R given different num-
bers of concurrent transmissions. With a fixed number of
information bits per packet k, each node can tune* the block-
length N so as to achieve a varied value of the information
encoding rate R according to (1). The corresponding packet
error probability is then derived according to (4). We can
observe from Fig. 1 that the packet error probability e
increases as R increases, and deteriorates sharply within a
small range of R. For instance, with k = 100, € increases
almost from O to 1 when R grows from 2.86 bit/s/Hz to
4.55 bit/s/Hz. Moreover, it can be seen from Fig. 1 that for
a given information encoding rate R, the packet error prob-
ability € increases significantly as the number of concurrent
transmissions increases. Motivated by this observation, we
adopt a useful simplification of the receiver, i.e., one node’s
packet transmission would fail if there exist concurrent
transmissions from other nodes.’ Therefore, the successful
transmission of one packet is conditioned on no other concur-
rent transmissions and no decoding error due to the operation
in the finite blocklength region.

Moreover, each node would transmit its head-of-line
(HOL) packet with probability g; in each time slot if the
HOL packet has experienced ith transmission failure. To

e=0 “)

4. To be more specific, as unit bandwidth is assumed in (2), the encoding
block varies in the time domain.

5. This is de facto the classic collision model that is widely adopted in
previous studies [4], [7], [8], [9], [10], [11], [12], [13], [14], [15], [17],
[18], [20], [36], [37], [38].
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FIGURE 2. Embedded Markov chain of the state transition process of an individual
HOL packet with retry limit M.

avoid excessive access delay, we consider a finite retry limit
M, where the HOL packet is dropped after M-th transmission
failure. Without loss of generality, let ¢; = goQ(i), where
qo is the initial packet transmission probability, Q(0) = 1
and Q) < Qi —1),i=1,...,M.

B. STATE CHARACTERIZATION OF HOL PACKETS
The behavior of the HOL packet in each node’s queue in an
Aloha network can also be characterized by an embedded
Markov chain.® As Fig. 2 illustrates, the states of the embed-
ded Markov chain include 1) waiting to request (State R;,
i=0,...,M—1) 2) collision (State F;, i=0,...,M — 1)
and 3) successful transmission (State 7). If the transmission
succeeds, the HOL packet shifts from State R; to State T
otherwise, it remains in State F; until the end of the fail-
ure and then moves to State R;y1. A HOL packet would be
dropped if it is retransmitted for M times, i.e., after State
Fy—1, and then a new HOL packet enters State Ry.

The steady-state probability distribution of the embedded
Markov chain can then be derived as

(1=p)
= T T ©
and
_ (1 _p)i+1
=T g T (6)

i=0,...,M—1, where p denotes the steady-state probability
of successful transmissions of HOL packets.

Since both State 7 and State F; indicate that the packet is
transmitting, the mean holding time t7 and the mean holding
time tf, should be equal to the transmission time of each
packet, i.e., one time slot. For State R;, the mean holding
time tg, is given by the expected time interval at this state
before the HOL packet is transmitted. Recall that ¢; denotes
the transmission probability of a State-R; HOL packet in each
time slot. The time interval from the instance the HOL packet
enters State R; to the instance it is transmitted is therefore a

6. Note that a similar embedded Markov chain has been established for
CSMA networks in [38]. Different from that in [38], the mean sojourn time
of each HOL packet in State R; does not depend on the channel status, i.e.,
whether the channel is idle or not, since nodes do not regulate the access
behavior according to the channel status in Aloha networks.
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geometrically distributed random variable, whose expected
value is given by i As each packet transmission lasts for
one time slot, the mean sojourn time of each HOL packet
in State R;, can then be obtained as

1
TR, = — — 1. (7)
qi
Finally, the limiting state probabilities are given by
Y

- M—1 M—1 ’
wrtr+ Y icg TETFE D img TR TR,

®)

j€{Ro,...,Ry-1,T,Fo,...,Fy—_1}. Note that the limit-
ing state probability represents the probability of one HOL
packet being in each state. In particular, the probability of
one HOL packet being in State T is given by

- 1
T = . €))

M—1 (1=p)!
W i g

qi

according to (5)-(8).

C. PERFORMANCE METRICS
To evaluate the network performance, in this paper, we
consider three key performance metrics:

o Network sum rate C: the mean successfully-transmitted
information bits per channel use, i.e.,

C = hou - R, (10)
where Aoy is the network throughput, which equals the
long-term fraction of time slots that have successful
packet transmissions.

o Mean access delay of successfully-transmitted packets
ED: the mean interval from the time slot one packet
becomes HOL until the time slot it is successfully
transmitted.

« Reliability n: the probability that a HOL packet is not
dropped, i.e.,

n=1-(1-pM, (11)

where M is the retry limit.

In the following sections, we study how to optimize
the network sum rate performance and mean access delay
performance in Section III and Section IV, respectively, by
properly tuning the initial transmission probability and block-
length. The discussion on the reliability performance will
also be presented.

lll. NETWORK SUM RATE OPTIMIZATION

In this section, we first derive the probability of success-
ful transmissions of HOL packets, and then characterize
the network sum rate, and finally optimize the sum rate
performance by tuning the initial packet transmission prob-
ability go and packet blocklength N.
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A. PROBABILITY OF SUCCESSFUL TRANSMISSIONS OF
HOL PACKETS

As one HOL packet is successfully received if there are
no other concurrent transmissions and it is decoded by the
receiver, we have

p = Pr{all the other HOL packets do not attempt

to access the channel} - (1 — ¢), (12)

where € is the packet error probability. According to Fig. 2,
we have

M—1 i n=1
pz{l—gn&f—&} (1 —e). (13)

Recall that the sojourn time of each HOL packet in State
R;, tg;, is given by % — 1 according to (7). When n is large,
by further combining (7)—(9) and (13), we then have’

M—1
_ = 9
p = exp —nZnle_ -(1—¢€)
j=0
= TTR;"TR; 13_1(1,
=exp{ —n — —
j=0 TrTrt Z?iol TR TR+ Z?iol TR; " TR;
(1—¢e)
M—1 ~
= exp nZnR— (1—e¢)
M—1
¢ —p)’ .
= . 1_
exp ”21_(1 rp-(1—e)
Jj=
nﬁT
= exp ——}(1 —€) =expy — R (1 —e€).
p =0 qr
T—(1—p)M
(14)

Fig. 3 demonstrates how the packet error probability €
and the steady-state probability of successful transmissions
of HOL packets p vary with the blocklength N with the
information bits per packet k¥ = 100 or 1000 and the
retry limit M = 1 or 10. Note that throughout the paper,
the widely-adopted binary exponential backoff [39], i.e
Q@) = 27 is used in the analysis and simulation. We can
see from Fig. 3(a) that as the information bits per packet k
decreases or the blocklength N increases, the packet error
probability e decreases. Particularly, € decreases sharply
within a small range of N. For instance, with k = 100, the
packet error probability € decreases almost from 1 to 0 when
N increases from 20 to 40. It can be shown that the point
10g2++p) is included in this small range of N where € changes
rapidly. In this case, the point k/log, (1+p) =~ 29 € (20, 40).

7. 1t is based on the approximation of n — 1 ~ n and (1 — x)" ~
exp{—nx} for 0 <x < 1 with a large n. In practice, a large-n scenario is of
particular importance with the rising challenge of massive access of M2M
communications.
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Moreover, we can see from Fig. 3(b) that the steady-state
probability of successful transmissions of HOL packets p
increases as the blocklength N increases or the number of
information bits k decreases, because of a reduced packet
error probability as shown in Fig. 3(a). With a larger retry
limit M, on the other hand, nodes can backoff to deeper
states, i.e., have a smaller probability of accessing the chan-
nel, which relieves the channel contention. Accordingly, the
probability of successful transmissions of HOL packets p
can be improved.

B. MAXIMUM SUM RATE

According to (1) and (10), the network sum rate is given by
C= %iom. Therefore, to derive C, let us first characterize
the network throughput iou,. Recall that the saturated condi-
tion is considered in this paper, where each node always has
packets to transmit. In this case, the node throughput should
be equal to the service rate of its data queue, which is the
probability of the HOL packet in State T, 77, as shown in
Fig. 2. The network throughput can thus be derived as

A

Aour = niir = —pln (15)

P
1—¢’
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by combining (9) and (14). It can be obtained from (15)
that )A\Om is maximized when the successful transmission
probability py = e~'(1 — €). Accordingly, by submitting p;,
into (14) and (15), we can obtain the maximum network
throughput as

1—¢€

Amax = Max Agyr = s
{q0} e

A

16)

and the corresponding optimal initial packet transmission
probability

_1 M—1 (l—e_l(l—e))i
la—o i

n[l —(1—e'1 —e))M]

It is indicated in (16) that different from p, imax does not
depend on the retry limit M.

Fig. 4 demonstrates how the maximum network through-
put ):max varies with the blocklength N with the information
bits per packet k = 100 or 1000. It can be observed that
):max increases as N increases or k decreases. As N becomes
large, Amax approaches e~! since the packet error probability
€ decreases to zero in this case, as Fig. 3(a) illustrates.

The maximum sum rate Cyax can be written as

q0 =g = A7)

~

“ Xouts (18)

Cmax = X N
according to (10).

Given the number of information bits per packet k and the
mean received SNR p, the network throughput iom can be
maximized by tuning the initial packet transmission probabil-
ity qo, and the corresponding maximum network throughput
Amax is solely determined by the blocklength N. Therefore,
we have

19)

k ~ k ~
C, = max — - max A,y = MaxX — Amax,
max N N {qo} out N N max

by combining (16) and (18). Note that the above analysis
has revealed that the network throughput performance can
be improved with a larger blocklength N because the packet
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FIGURE 5. (a) Maximum sum rate Cmax versus the number of the information bits per packet k. (b) Optimal blocklength N* versus the number of the information bits per

packet k. M = 1.

error probability € is reduced. However, a larger blocklength
N would deteriorate the information encoding rate R accord-
ing to (1). Thus, one should strike a balance between these
two in order to optimize the network sum rate.

The following theorem gives the maximum sum rate
Crmax = Maxy, 4o} C and the corresponding optimal parame-
ter settings.

Theorem 1: The maximum sum rate Cpyx iS given by

k1= Q(
N* e
which is achieved when the blocklength N is set to be N =
N* and the initial packet transmission probability gg is set
to be go = gc, where N* = arg maxyven) % . 1%6 and N is
the set of non-zero roots of

=0 Nlog,(1 + p)—k+(logy N)/2
VNV
2
1 (Nlogy(1 4 p)—k+(log, N)/2)
+ ——exp| —
V2r 2NV
~ Nlogy(1+ p)+k+15—(log, N) /2

2V NV

N* 10g2(1+p)—k+(log2N*)/2>
VN*V

. (20)

Cax =

2y

and ¢gc is given by

v — (1 ~ Q(N* log, (1 + p)—k+(log2N*)/2>)/

SET

Q(N* log, (1+p)—k-+(log, N*)/2)> /6>M

VN*V

i=0
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FIGURE 6. The reliability 5 versus the retry limit M when the network sum rate C is
maximized, p = 10 dB, n = 20, N = N* and qq = q¢.

Proof: See Appendix A. |

Theorem 1 shows that both maximum sum rate Cyax and
the corresponding optimal blocklength N* depend on the
number of information bits per packet k and the signal-to-
noise ratio p. The maximum sum rate Cpax iS not sensitive
to the retry limit M and the number of nodes n, since the
initial packet transmission probability is tuned to be gc,
which offsets the effects of M and n. Fig. 5 illustrates how
Cmax and N* vary with k£ with p = 10 dB or 20 dB. We can
see from Fig. 5 that both the maximum sum rate Cpax and
optimal blocklength N* increase as k grows. With a small
k, a loss in the network sum rate would incur in the short
blocklength region. As the number of information bits per
packet k — oo, we have limy_ oo Ciax = e~ logy (1 + p)
according to (20). In such case, if the optimal blocklength N*
also grows according to (21), then the information encoding
rate R approaches the channel capacity log,(1 + p).

To take a closer look at the reliability performance of the
network, Fig. 6 illustrates how the reliability n varies with
the retry limit M with £k = 100 or 1000 when the maxi-
mum sum rate Cpyx is achieved. It is in sharp contrast to
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FIGURE 7. (a) The network throughput iour versus the initial probability of accessing the channel qq, p = 10 dB, n = 20, k = 100. (b) The network sum rate C versus the

blocklength N. p =10 dB, n =20, M =1, gy = g3, (i) =2~

Cmax, Which is independent of M, the reliability 1 can be
significantly improved with a larger M, as Fig. 6 illustrates.
Moreover, the number of information bits per packet k cru-
cially affects Cipax While it has limited effect on the reliability
n. The above observation suggests that from the perspective
of the sum rate performance optimization, a larger retry
limit M is preferable in practical system design, because the
maximum sum rate Cp,x iS insensitive to M meanwhile the
reliability performance can be improved.

C. SIMULATION RESULTS
This section is devoted to presenting event-driven simulation
results that verify the proceeding analysis. The simulation
setting is consistent with the system model, and therefore
details are omitted here for brevity. Each simulation is carried
out for 108 time slots. The network throughput is obtained
by calculating the ratio of the number of successful packets
to the number of time slots 108. Note that in simulations, one
packet is received in error according to the analytical packet
error probability calculated by (2)-(3). The reason is two
fold: 1) Equation (3) has been verified by [3] and numerous
subsequent studies; 2) Equation (2) essentially presents an
upper-bound of the information encoding rate. The actual
information encoding rate is determined by the encoding
scheme, which may not reach the upper-bound. To evaluate
the performance limit, such as the maximum sum rate, we
then adopt the analytical packet error rate in simulations.
Fig. 7(a) shows how the network throughput Aour Varies
with the initial transmission probability gy with various val-
ues of the blocklength N and the retry limit M. We can
see from Fig. 7(a) that ):m,, is sensitive to the variation
of the packet initial transmission probability gg, implying
that to maximize )A»ou,, qo should be carefully tuned. As
shown in Fig. 7(a), by optimally tuning g¢ according to (22),
the maximum network throughput )A\max can be achieved.
It is interesting to see that with a fixed blocklength N,
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e.g., N =45, the optimal initial transmission probability g
increases from 0.05 to 0.16 as the retry limit M grows from
1 to 5. This is because with the binary exponential backoff,
ie., Q@) = 2~I the transmission probability of each packet
gi sharply decreases with the number of retransmissions i.
In particular, with a large M, backlogged HOL packets may
back off to deeper phases to make the attempt rate arbitrar-
ily small. In this case, to boost the throughput performance,
a larger initial transmission probability should be chosen.
Moreover, it is also demonstrated in Fig. 7(a) that the maxi-
mum network throughput does not vary with M, while grows
as the blocklength N increases.

Fig. 7(b) further presents how the network sum rate C
varies with the blocklength N with )Amm = )A\max. Theorem 1
has revealed that even with optimal tuning of the transmis-
sion probability, the blocklength N also needs to be properly
tuned for maximizing the network sum rate C. The simula-
tion results in Fig. 7(b) demonstrated that if N is too small,
then the sum rate C is small as well because of a large
packet error probability €. On the other hand, if N is large,
although the packet error probability € can be improved, each
node’s information encoding rate becomes small, resulting in
a small network sum rate as well. Only by optimally tuning
the blocklength N according to (21) can the maximum sum
rate be achieved.

The maximum sum rate and the corresponding optimal
settings of key system parameters have been characterized
so far, based on which we will further study how to optimize
the access delay performance in the finite blocklength region
in the following section.

IV. MEAN ACCESS DELAY

In this section, we first characterize the mean access delay
of successfully-transmitted packets ED, and then study how
to minimize it by optimally tuning the initial packet trans-
mission probability go and the blocklength N, and finally
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discuss the effect of system parameter settings on ED and
the reliability 7.

A. MINIMUM MEAN ACCESS DELAY

Let Y; denote the sojourn time of each HOL packet in
State R;, and D; denote the time interval from the begin-
ning of State R; until the HOL packet leaves the queue,
i=0,...,M—1, in unit of time slots. As the holding time
in state 7 and state F is equal to 1, i.e., one time slot, we

have
D= b e o @
i=0,...,M—2, and
Dy—1=Yy-1+1, (24)
according to Figure 2. We then have
Gp,(2) = pzGy,(9)+(1 — p)zGy,(2)Gp,,, (2),
i=0,....M—-2 (25)

GDM,1 (Z) = ZGYM71 (Z)’
where Gp,(z) denotes the probability generating function
of Di.
By taking the derivation of (25) with respective to z, we
have

Gp, (2) = pGy,(2)+pzGy (2)+
(1-p)[GrGp,,, )+

¢G}, ()G, ()+:Gy, ()G, | (z)], (26)
i=0,....,M—2
Gp,,_ 1( ) Gyy_ (@+2Gy,,  (2).
Subsequently, we have
/ —(1 _P)M
E[Do] = G, (1) = T+ 2(1 —p)'Gy,(1), (27)
i=0

where G’Yi(l) equals the mean holding time of each HOL
packet in State R;, i.e., G’Yi(l) =T, =
to (7). E[Dg] can then be obtained as

_ Mz‘l (=p'

=0 qi

% — 1 according
1

E[Do]

(28)

Let D; and Ds denote the sojourn time of dropped and
successfully-transmitted packets, respectively. We have

EIDo] = (1-pED 1+ (1-(=p)" )EID,). 29)
With the retry limit M, D, can be obtained as
M—1
Dg=M+ Z Y;, (30)
i=0
with the probability generating function given by
M—1
Gp, () ="+ [ ] Gr@). 31)
i=0
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We then have
M—1 M-1
=Gp, () =M+ Gy(h)=) —.
i=0 i=0 1!
Finally, by combining (28), (29) and (32), E[D;s] in unit
of time slots can be written as

E[Dy4] (32)

yoMol a-p' _ M-1 a—p"
=0 gi =0 g

1—(1-pM
The mean access delay ED then equals the product of E[D;]
and the blocklength N, i.e.,

ED = N - E[D;].

E[D,] = (33)

(34)

According to (33) and (34), the mean access delay ED
is determined by the initial packet transmission probability
qo and the blocklength N. To minimize ED, we have the
following optimization problem

M—1 (1-p)! M—1 (1-p)M
_ N{Zl 0 q,p -2 im0 —ql,-)
EDyin = min i
{N.q0} 1—(1—p)

Due to the implicit nature of the expression in (35), the
minimum mean access delay EDp;, is hard, if impossi-
ble, to be explicitly characterized when 1 < M < oo. In
Section I'V-B, numerical evaluation of EDpj, for 1 < M < 00
will be presented. Before that, interesting but insightful views
can be obtained by considering the cases of M = 1 and
M — oo. Specifically, with M = 1, one packet is dropped
on the first transmission failure. In this case, we have

} . (35)

N

ED|y=1 = —,

q0

indicating that the mean access delay decreases as the

blocklength N decreases or the initial packet transmission

probability go increases.

Moreover, by combining (9), (14), (10), (33) and (34), the

mean access delay ED can be further written as

(36)

M—1
nk (1—pM
ED:E—NI_(I_ )MZ— (37)
As M — oo, we have
nk
ED|M%00 = E7 (38)

indicating that ED is inversely proportional to the network
sum rate C. Therefore, ED can be minimized when C is max-
imized, which is achieved when the blocklength N and the
initial packet transmission probability go are tuned accord-
ing to (21) and (22), respectively. Accordingly, the minimum
mean access delay in this case is given by

e-nN*
EDminlM%oo = L Q(N log, (1+0)— k+(10g2N*)/2) (39)
VN*V

by combining (20) and (38), where N* is given in (21).
According to (39), EDpin|y— o linearly increases with the
number of nodes n.
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(b) ED versus the blocklength N, k =100, p =10 dB, n = 20 and Q(i) =2~/.

12000
— k=100
10000f ——— k=1000
80001
Q: 6000
[S3
4000[
20001
P == e ——T T
1 2 3 4 5 6 7 8 9 10
M
(a)
FIGURE 9. (a) Minimum mean delay of st f

{N,qq) = arg(N,qO) min ED and Q(i) = 21,

B. DISCUSSION
The mean access delay of successfully-transmitted packets
ED has been obtained in (34) as a function of the blocklength
N, the initial packet transmission probability go and the retry
limit M. Fig. 8(a) and Fig. 8(b) illustrate how the mean
access delay of successfully-transmitted packets ED varies
with the initial packet transmission probability go and the
blocklength N, respectively. It can be seen from Fig. 8(a) that
for a given blocklength N, ED decreases as the retry limit M
decreases. Recall that with the binary exponential backoff,
ie., Q@) = 2~ the transmission probability of each packet
gi sharply decreases with the number of retransmissions i.
Therefore, when the retry limit M grows, a rather small g;
may hold the packet in backoff stage for a long time, which
deteriorates the delay performance. Accordingly, a smaller
retry limit M or a larger initial transmission probability go
can reduce the mean access delay of successfully-transmitted
packets ED.

For the effect of the blocklength N on ED, we can see from
both Fig. 8(a) and Fig. 8(b) that with the retry limit M = 1,
the mean access delay of successfully-transmitted packets
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ED is improved with a smaller blocklength N. This, neverthe-
less, would deteriorate the network sum rate performance as
can be seen from Fig. 7, indicating a severe tradeoff between
the network sum rate and the mean access delay performance,
especially when the retry limit M is small. On the other
hand, as M — oo, ED becomes inversely proportional to the
network sum rate C according to (37). Therefore, ED is mini-
mized when N is tuned to be N = N*, which is given by (21)
and verified by the simulation results in Fig. 8(b). Here we
can see that there is no tradeoff between the network sum
rate and the mean access delay performance when M — oo.
Moreover, in contrast to the optimal blocklength N* for the
the network sum rate maximization, the optimal blocklength
to minimize the mean access delay critically depends on the
retry limit M.

Fig. 9a illustrates the minimum mean access delay EDpiy
with k = 100 or 1000. Note that EDyj, is obtained according
to (35) via a brute-force search in a wide range of values of
N and gg. It can be observed from Fig. 9a that EDy,;, dete-
riorates as M increases. This is in contrast to the maximum
sum rate, which is insensitive to M. To achieve better delay
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performance, a small M is usually chosen, with which the
reliability performance is however significantly degraded, as
shown in Fig. 9b. This reveals a clear tradeoff between the
delay and the reliability performance. Here we can see that
a small M is not suitable for applications that emphasize on
both the reliability and delay performance.

A closer look at Fig. 9 further indicates that by adopting
a small number of information bits per packet k, the delay
performance can be significantly improved, especially when
the retry limit M is large. This suggests that when k is
small, one can choose a large M to achieve a much better
reliability performance, and in the meanwhile can still have a
satisfactory delay performance. The negative effect of having
a small k is that the sum rate performance is impaired, as
Fig. 5(a) illustrates.

C. SIMULATION RESULTS

Simulation results of the mean access delay ED and the reli-
ability n are presented in Fig. 10 under various values of the
blocklength N and the initial packet transmission probabil-
ity go. The mean access delay is obtained by calculating the
ratio of the sum of access delay of all successfully transmit-
ted packets to the total number of successfully transmitted
packets. The reliability is obtained by calculating the ratio of
the number of successful packets to the sum of the number
of successful packets and the number of dropped packets.
It can be seen from Fig. 10a that the mean access delay of
successfully-transmitted packets ED increases as M grows,
yet the increment becomes marginalized with a large M.
Although the access delay performance deteriorates with a
large M, the reliability performance is improved, as shown in
Fig. 10b. The improvement is significant especially when M
is small. When the retry limit M is small, the mean access
delay ED increases as the blocklength N increases. For a
given initial probability of accessing the channel, ED can
be improved when N decreases from N = 45 to N = 30, as
Fig. 10a illustrates. As M increases, ED becomes inversely
proportional to the network sum rate C.
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V. INSIGHTS FOR M2M COMMUNICATIONS

The analysis reveals how to support low-latency service for
M2M communications. In the following, we will take the
example of LTE-M [40], which was developed by 3GPP to
meet the ever-growing need for wide area coverage.

For enabling small packet transmission and reducing the
overhead of establishing the connection, 3GPP further intro-
duces the Early Data Transmission (EDT) scheme in LTE-M,
where each device send one small packet within the random
access procedure [41]. In the following, the analysis will be
applied to a single-cell LTE-M system by assuming packet
transmissions are performed via the EDT scheme.

The network can adjust the maximum transport block size,
i.e., the blocklength, in the random access procedure with
EDT and also the packet transmission probability of each
device.® Recall that to ensure high reliability, the retry limit
M should be set to be a large value. Here we let M go to
infinity so that the reliability requirement can be guaranteed
for simplicity. As M — oo, it has been shown in (38) that
the mean access delay of successfully-transmitted packets
ED is inversely proportional to the network sum rate C, to
achieve which the blocklength N and the initial probability of
accessing the channel go should be tuned according to (21)
and (22), respectively. In this case, the minimum mean access
delay has been given in (39).

Note that the transmission bandwidth of LTE-M is
given by B = 1.08 MHz [40]. Therefore, the minimum
mean access delay in unit of seconds can be written as

o e-nN*/B .
EDpin = Y BT S Y TEN according to (39). Note
*V
that an excessively large mean access delay could fall short
of quality-of-service requirements of latency-critical M2M
applications, in which the access delay needs to be bounded
under a certain value. For instance, in smart grid, utility

operation imposes stringent latency requirements on wireless

8. In the LTE network, the probability of accessing the channel of each
device during the random access procedure is usually referred to as the
access class barring factor [42].
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FIGURE 11. (a) The maximum number of information bits per packet kmax versus the number of nodes n, p = 10 dB. (b) The maximum number of information bits per packet

kmax versus the SNR p, n = 20.

connectivity because timely actions should be taken to con-
trol the grid elements when faults occur. We thus consider a
constraint that the minimum mean access delay should not
exceed a certain value, i.e., EDpin < ED. Since the mini-
mum mean access delay EDpj, monotonically increases as
k increases, there exists the maximum allowable number of
information bits per packet that the network can support, i.e.,

Kmax = max{k|EDmin = E_D} (40)

Given the threshold value ED, the maximum allowable
number of information bits per packet kmax can be easily
calculated according to (39), (40) and Theorem 1, which
solely depends on the network size n and the received
SNR p.

Fig.11(a) demonstrates how the maximum allowable num-
ber of information bits per packet kpyax varies with the
number of devices n in the case of the access delay con-
straint ED = 100 ms and ED = 10 ms. It can be seen
that kmax polynomially decreases as n increases. In particu-
lar, we have kpyax & n~ 103 When n approaches 1000, the
maximum allowable number of information bits per packet
kmax 1s close to 100 bits. Note that for improving kmax, the
network may enlarge the SNR p. For illustrating the effect
of the SNR p, Fig. 11(b) further shows how the maximum
allowable number of information bits per packet kmax varies
with p. It can be observed that kp.x steadily increases as
p increases. When p is large, a logarithmic increase can be
observed.

VL. CONCLUSION

This paper focus on the sum rate and access delay
performance of the short-packet Aloha network with packet
dropping. Both the network sum rate and the mean access
delay of successfully-transmitted HOL packets are optimized
by jointly tuning the transmission probabilities of nodes and
the blocklength of packets. The effect of the number of
information bits per packet k£ and the retry limit M on the
network optimal performance is characterized. It is found that
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the retry limit M does not affect the maximum sum rate, and
yet strikes a tradeoff between the reliability and delay perfor-
mances. With a small k£, the maximum sum rate deteriorates,
while the mean access delay performance can be signifi-
cantly enhanced, especially when M is large. The analysis
is further applied to a single-cell LTE-M system with early
data transmission scheme. By taking the constraint of the
mean access delay into consideration, the maximum allow-
able number of information bits per packet is characterized,
and shown to be a polynomial decreasing function of the
network size, which sheds light on the capability of slotted
Aloha to support delay-sensitive service with short-packet
transmissions.

Note that we focus on the mean access delay performance
in this paper. Based on the proposed analytical framework,
higher moments of access delay can be further characterized,
which deserves future study. Moreover, we adopt the colli-
sion model to simplify the analysis in an AWGN channel.
With a fading channel, nevertheless, the collision model can
be overly pessimistic, since packets can be decoded with a
small error probability even with other concurrent transmis-
sions. In this case, the capture model, i.e., packets would
not be successfully received once its received SINR is below
certain threshold, can be adopted as a useful simplification.

APPENDIX A

PROOF OF THEOREM 1

According to (16) and (18), we have
k 1—¢

C = max — -
max N ¢

=max Cy,

41
na 41)

where C), = % . le;e denotes the network sum rate when

the network throughput is maximized. Recall that the packet
error probability is given by

c—o (N10g2(1 + pi/;_f/—{— (log, N) /z)' @)
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According to (42), we have

. _ . _ 3
lim €=0, lime=1and 55 <O.

1 (43)
N—+o00 N—1

To determine the optimal blocklength for maximizing the
sum rate, let us first derive

aCy, k P
which indicates that the roots of %g} = 0 are determined by

fN)=e—1-NZ =0. (45)

Note that for (4), the Gaussian Q function Q(x) = % -
%erf(x), where erf(-) is the Gaussian error function and

ot = 2 exp(x2>. (46)

According to (4) and (46), we can have

(—klog(4) +2Nlog(p + 1) + log(N))*\ 0
B 8NV log?(2) o
47)

By combining (43), (44) and (47), it can be obtained that

lim f(N) >0 and lim f(N) <O. (48)
N—1 N——+o00
By combining (44)—(45), (48), we can conclude that aa% =

has non-zero roots, i.e., the set N = {N]e — 1 —Nng, =0} is

non-empty. The optimal blocklength is then given by N* =

arg max{yenj %l%e and the maximum sum rate Cpax iS thus

obtained by combining (41) and N = N*. By combining (17)
and (21), (22) can then be derived.
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