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Abstract—Optimization of delay performance is crucial to
support delay critical applications for Machine-type Communi-
cations (MTC) in 5G networks. Centralized approaches to opti-
mize delay performance rely on information exchange between
gNB and machine type devices (MTDs), which would lead to
unaffordable overhead especially when the number of MTDs
becomes large. To address this issue, a novel distributive method
is proposed. Specifically, each MTD can estimate the number of
MTDs by counting the number of Msg4 on the channel along with
their own successful and total transmissions of access requests in
each estimation interval and then obtain the optimal Access Class
Barring (ACB) factor according to an explicit expression. It is
shown that the proposed method can achieve the minimum mean
access delay. Moreover, the proposed method can overcome the
disparity of the estimated ACB factor caused by the difference of
independent observations of each MTD, which can ensure that
the delay jitter is optimized simultaneously.

Index Terms—machine-type communications, random access,
distributed delay optimization

I. INTRODUCTION

Machine-type communications (MTC), which aims to pro-
vide access services for different machine type devices (MTD-
s) without human intervention, has attracted extensive attention
in recent years. In fact, MTC has been regarded as one of three
generic service categories for 5G system. For many scenarios,
such as industrial automation and real-time monitoring/control,
stringent requirements in terms of low latency are imposed [1].
However, the 5G random access (RA) procedure [2] inherits
similar problems to that of LTE. In particular, when there
are a large number of MTDs in the 5G network, congestion
and overload will occur due to concurrent transmission on the
shared channel. Severe collisions among MTDs would result
in unexpected access delay. Therefore, in order to provide real-
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1: collect information of MTDs
2: broadcast backoff parameters by gNB
3: determine backoff parameters by MTDs
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Fig. 1. Centralized optimization schemes and distributed optimization
schemes.

time services for the delay critical devices, important issues
such as long access delay should be addressed in MTC.

There have been a great deal of studies concentrating on
delay performance of MTC [3]–[5]. In particular, different
schemes have been proposed to track the number of back-
logged MTDs in each slot by gNB, based on which schemes
to improve the delay performance were developed [3], [4].
In practice, however, the time-varying number of backlogged
MTDs is hard to capture. Recently, a framework to optimize
access delay performance in MTC was proposed [6], in which
the optimal Access Class Barring (ACB) factor was formulated
to be dependent on the number of registered MTDs instead of
backlogged MTDs. In practice, the gNB can easily obtain the
number of registered MTDs in the network and calculate the
optimal ACB factor with the feedback from MTDs.

Above studies focused on centralized optimization schemes,
i.e., the gNB determines the backoff parameters according to
the collected information of the network and broadcasts them
to each MTD, as shown in Fig. 1. However, these schemes
will lead to the significant signaling overhead and extra access
delay especially when short packets are usually transmitted in
M2M communications. For example, for a range of vehicular
application payload data sizes, the signaling overhead defined
as the ratio of the signaling load to the sum of the signaling
and traffic loads, is close to 100 percent [7]. Under such
circumstance, distributed optimization schemes, a promising
technique to reduce signaling overhead efficiently, become
highly desirable where each MTD obtains the optimal backoff
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parameters and tunes its configuration independently.
There have been plenty of distributed schemes based on

machine learning or game theory techniques [8], [9]. Without
explicit expressions, most of them need iterations, with which
might not guarantee the optimal delay performance of the net-
work. Recently, distributed schemes focusing on the through-
put performance were proposed in [10], [11]. In [10], each
MTD determines the optimal backoff parameters by counting
their own numbers of successful and total transmissions of
access requests within an estimation interval. Nevertheless,
this scheme will cause the ACB factor to differ among MTDs
since the observation of each MTD is different, which may
lead to deteriorated delay jitter. In fact, it is argued that the
delay requirement in 5G system is not simply a pursuit of
low delay but also the pursuit of deterministic delay. In some
scenarios, such as remote surgery and driving, a large delay
jitter is not allowed. In [11], the distributed scheme for IEEE
802.11 DCF network can overcome this issue by counting the
number of busy intervals and ACK frames on the channel.
Unfortunately, it cannot be applied to MTC since MTDs,
unlike the nodes in IEEE 802.11 DCF network, usually do
not have sensing capability.

In this paper, by leveraging explicit expressions of the mean
access delay and the delay jitter (the second moment access
delay) in [6], a distributed algorithm is proposed, with which
each MTD can determine the optimal ACB factor indepen-
dently to minimize the mean access delay and the delay
jitter simultaneously. Specifically, by observing the number
of Msg4 on the channel along with their own successful and
total transmissions of access requests during an estimation
interval, each MTD can obtain an estimation of the number
of MTDs and then the optimal ACB factor according to an
explicit expression of the observed statistics. Compared to the
distributed schemes based on machine learning or game theory
techniques, the computational complexity of the proposed
algorithm is extremely low due to no iterations and therefore,
no extra delay is introduced. In order to overcome the disparity
of the estimated optimal ACB factor across MTDs, a threshold
of the estimated network throughout referred to as the cutoff
threshold is introduced. By this method, each MTD can have
an identical estimated steady-state operating point, which can
ensure that the delay jitter is optimized. It is validated by
extensive simulations that when the estimation interval and the
cutoff threshold are carefully tuned, the mean access delay and
the delay jitter can be minimized simultaneously for a wide
range of the network size.

II. SYSTEM MODEL AND PRELIMINARY ANALYSIS

Consider a 5G network where n MTDs transmit to a gNB
over a common channel. Each MTD has Bernoulli1 packet

1Except for Bernoulli arrivals, many MTC nodes typically have packets with
a fairly regular frequency. To this end, we have verified through additional
experiments that the delay performance of periodic arrivals with a period of
T = 1/λ well agrees with the theoretical delay performance of Bernoulli
arrivals [6] with rate λ. This is to say that the proposed scheme is also
applicable for periodic arrivals.

MTD gNB

1. Send RAPs

2. Response RAPs

3. Access request

4. Contention resolution

Fig. 2. Four steps of the RA procedure in 5G networks.

arrivals with rate λ ∈ (0, 1). Besides, each MTD is equipped
of a data buffer with infinite size. Once there are packets to
be transmitted in its data buffer, the access request will be
generated.

Note that the RA procedure in current 5G standard consists
of four steps [2], as shown in Fig. 2. In Step 1, each MTD
chooses one from M random access preambles (RAPs) to send
to the gNB through the Physical Random Access CHannel
(PRACHs). The time slot is defined as the interval between
two consecutive PRACHs. In Step 2, the gNB will detect
the preambles and then broadcast a random access response
(RAR) for MTDs whose preambles are successfully received.
In Step 3, those MTDs will transmit their access requests.
If no more than one MTD select the same RAP, the access
request will be successfully responded and all the packets
in the data buffer will be delivered immediately. Otherwise,
collision occurs, and the RA procedure will be restarted later.
In Step 4, the contention resolution message, i.e., Msg4, will
be sent to the MTDs whose transmitted messages are correctly
decoded by the gNB.

The delay performance of MTC in terms of the mean access
delay2 E[DT ] (in unit of time slots) and the delay jitter
E[D2

T ] has been analyzed in [6] and will be summarized in
the following, based on which the distributed scheme will be
proposed.

It was shown in [6] that when the uniform backoff (UB)
window size W = 1, the probability of successful transmission
p, which is referred to as the steady-state operating point, can
be determined by the following fixed-point equation

p = exp

(
− λ̂/M

p+ λ̂/(nq)

)
, (1)

where λ̂ denotes the aggregate input rate of the network, i.e.,
λ̂ = nλ and q denotes the ACB factor. The network through-
put, which is defined as the average number of successful
transmissions per time slot, has been obtained in [6] as

λ̂out =
λ̂

λ̂
n ·

1
qp + 1

. (2)

For the delay performance, it was indicated that both the
mean access delay and the delay jitter can be optimized

2The access delay DT is defined as the time consumed from the generation
of an access request until its successful transmission.
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simultaneously. To minimize mean access delay and the delay
jitter, the ACB factor needs to be carefully tuned and its
optimal value was obtained as

q∗D =


λ

nλ
M −e−1 if λ > M

n λ̂0,

4MW2
−1(−
√
nλ/M/2)

n(−2W−1(−
√
nλ/M/2)−1)

otherwise ,
(3)

where λ̂0≈ 0.48 is the single non-zero root of the equation
λ̂− λ̂(1 + 1/W−1(−

√
λ̂/2))2 = 4(λ̂− e−1).

It can be seen from (3) that one should acquire the informa-
tion of the number of MTDs n, the packet arrival rate λ of each
MTD and the number of RAPs M to obtain the optimal ACB
factor. Obviously, a centralized optimization method can be
implemented by collecting these information and broadcasting
the system information block carrying the optimal ACB factor
through the gNB, which would nevertheless lead to substantial
overhead [10] and extra delay.

III. DISTRIBUTED DELAY OPTIMIZATION

In this section, we propose a distributed optimization
scheme to minimize both the mean access delay and the delay
jitter of MTC in 5G networks based on the results shown in
section II.

Each MTD can easily know its packet arrival rate λ and the
total number of RAPs M . The remaining problem lies in how
each MTD estimates the number of MTDs n in the network in
a distributive fashion. To provide support for our distributed
algorithm, we first present two formulas in the following.

According to (1), the number of MTDs n can be given by

n = −M
λ

(
p+

λ

q

)
ln p. (4)

By combining (2) and (4), the network throughput can be
obtained as

λ̂out = −Mp ln p. (5)

According to (5), we have the network maximum throughput
λ̂max = Me−1, which is achieved when the steady-state
operating point p = e−1. The above two equations are of
importance for proposing distributed optimization scheme. In
fact, (4) relates the number of MTDs n to the steady-state
operating point p that can be measured run-time by each MTD.
As for (5), it facilitates to estimate the number of MTDs of
the network.

Specifically, consider a homogeneous network where each
MTD is aware of its packet arrival rate λ and the total number
of RAPs M . It’s obvious that in order to obtain the number
of MTDs n in a distributed manner, the network steady-
state operating point p should be evaluated independently by
each MTD. One direct scheme is to let each MTD record its
own numbers of successful transmissions ns(T ) and access
attempts nt(T ) during a certain period of time T . Then the
network steady-state operating point p can be estimated as the
ratio of these two quantities, i.e,

p =
ns(T )

nt(T )
. (6)
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Fig. 3. Curve of (8). p(i) and p(j) are the network steady-state operating
point estimated by MTDs i and j. p̃1 and p̃2 are two roots of (8).

By combining (3), (4) and (6), both the number of MTDs and
the optimal ACB factor can be calculated. Nevertheless, this
scheme will cause the estimated steady-state operating point
and the optimal ACB factor to differ among MTDs, which
leads to varied access delay and consequently large delay jitter.

To overcome this disparity, we let each MTD count the
number of Msg4 s(T ) broadcast by the gNB on the channel
during an estimation interval T . Then the network throughput
can be estimated as

˜̂
λout = min

{
s(T )

T
,Me−1

}
, (7)

where the superscript˜denotes the estimation value. Note that
the estimated throughput should not exceed the theoretical
maximum network throughput, i.e., λ̂max = Me−1. By
combining (5) and (7), the steady-state operating point can
be estimated by the following equation

˜̂
λout = −Mp̃ ln p̃, p̃ ∈ (0, 1). (8)

Fig. 3 presents how the estimated throughput ˜̂λout varies with
p̃. It is clear that for an estimated network throughput ˜̂λout, (8)
has two roots, i.e., p̃1 = exp

{
W0(− 1

M min { s(T )
T ,Me−1})

}
and p̃2 = exp

{
W−1(− 1

M min { s(T )
T ,Me−1})

}
. Only one of

them is the steady-state operating point of the network. In
order to determine which one, we propose to let each MTD
record its own numbers of successfully transmitted packets
and access attempts during a certain period of time T to assist
to make its own decision. Naturally, each MTD should choose
the one that is closer to p, i.e.,

p̃ = arg min
p̃1,p̃2

{|p̃1 − p|, |p̃2 − p|} . (9)

In practice, p is random variable with statistical errors that
could be different across MTDs since it is only determined by
their own observation. As shown in Fig. 3, the gap between
p̃1 and p̃2 is determined by the estimated throughput ˜̂

λout.
When ˜̂

λout approaches λ̂max = Me−1, p̃1 and p̃2 are close
to each other. In this case, as each MTD has a different p, it
may choose a different steady-state operating point. To prevent
such disparity, we propose that when the gap between p̃1 and
p̃2 is small, let each MTD set the estimated throughput to
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q̃∗D =


λ

[˜̂λout( 1
λ

+ 1
qp̃

)]λ
M −e−1

if λ > M[
˜̂
λout(

1
λ+

1
qp̃ )

] λ̂0,
4MW2

−1(−
√[

˜̂
λout(

1
λ+

1
qp̃ )

]
λ/M/2)[

˜̂
λout(

1
λ+

1
qp̃ )

]
(−2W−1(−

√[
˜̂
λout(

1
λ+

1
qp̃ )

]
λ/M/2)−1)

otherwise .
(12)
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Fig. 4. The network delay performance comparison between direct algorithm and proposed algorithm. M = 10, n = 200, W = 1, λ = 0.04, α = 0.95.
(a) The mean access delay optimized E[DT ] versus the estimation interval T . (b) The delay jitter optimized E[D2

T ] versus the estimation interval T .

be ˜̂
λout = Me−1, i.e., each MTD has an identical estimated

steady-state operating p̃ = e−1. To this end, we introduce an
adjustable parameter α ≤ 1 as a threshold for judging whether
the gap between p̃1 and p̃2 is small or not. Here we refer to
α as the cutoff threshold. If the estimated throughput ˜̂λout >
αMe−1, p̃1 and p̃2 is regarded to be close to each other. In
this case, each MTD needs to modify the estimated throughput
as ˜̂
λout = Me−1. Otherwise, when ˜̂

λout ≤ αMe−1, there is
no disparity since p̃1 and p̃2 is far away from each other, in
which case the estimated throughput will not be modified.

Overall, for each MTD, the estimated throughput in (7) can
be rewritten as

˜̂
λout =

{
Me−1 if s(T )

T > αMe−1,
s(T )
T otherwise .

(10)

Note that this treatment may lead to a rounding error, yet it
is marginal since both p̃1 and p̃2 are close to e−1 when α
approaches 1.

Algorithm 1 Distributed Delay Optimization of MTC in 5G
networks.
Input: λ: packet arrival rate; T : evaluation cycle; q: initial

ACB factor; M : the total number of RAPs; α: cutoff
threshold;

Output: q̃∗D: estimated optimal ACB factor;
1: for Each MTD in the network after every interval T do
2: Record ns(T ), nt(T ) and s(T );
3: Calculate ˜̂

λout according to (10);
4: Calculate p̃ according to (6), (8) and (9);
5: Calculate q̃∗D according to (12);
6: Update q ← q̃∗D;
7: end for

Finally, the number of MTDs ñ can be estimated as

ñ =

[
˜̂
λout(

1

λ
+

1

qp̃
)

]
, (11)

where p̃ can be estimated by (8), (9) and (10), and [·] is the
rounding operation. By substituting (11) into (3), each MTD
can obtain their own optimal ACB factor q̃∗D presented in (12).
By repeating above operations during each estimation interval
T , the ACB factor of each MTD can be updated periodically
to adapt to changes of the network.

The Algorithm 1 summarizes the approach to estimate the
optimal ACB factor of MTC in 5G networks distributively.
The accuracy of Algorithm 1 will be verified to be better than
the direct algorithm in the next section. In fact, the accuracy
of the optimal ACB factor obtained by the proposed algorithm
is at the cost of more operations. However, the computational
complexity of the proposed algorithm is still extremely low
since we have explicit expressions for optimal configuration
and no iterative operation is needed.

IV. SIMULATION RESULTS AND DISCUSSIONS

In this section, we will verify the effectiveness of the
proposed algorithm by simulations. The simulation setting is in
accordance with the assumptions presented in Section II. Each
simulation run lasts for a fixed duration, namely 107 time slots
and the initial ACB factor qinit is set to be qinit = 0.2.

The network delay performance comparison between the
direct algorithm and proposed algorithm is presented in Fig. 4.
In the direct algorithm, each MTD determines the optimal
ACB factor by combining (3), (4) and (6). It is shown in
Fig. 4 that both the mean access delay E[DT ] and the delay
jitter E[D2

T ] of the direct algorithm deviate from the optimal
value when the estimation interval T is small. In contrast,
the mean access delay E[DT ] of the proposed algorithm is
close to the optimal value regardless of the value of the
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estimation interval T . The delay jitter E[D2
T ] of the proposed

algorithm, nevertheless, is sensitive to T . As T increases, the
delay jitter E[D2

T ] first approaches and then deviates from its
optimal value. Intuitively, a larger estimation interval T can
make the estimation more accurate. On the other hand, with
a too large estimation interval T , although the estimation is
accurate, the ACB factor q is not adjusted in time during the
long first round estimation interval. Therefore, the estimation
interval T should be selected appropriately to achieve both the
minimum of mean access delay E[DT ] and delay jitter E[D2

T ]
simultaneously.

To see why the direct algorithm does not work well, Fig. 5
further shows the optimal ACB factor and the number of
MTDs estimated by both the direct algorithm and the proposed
algorithm. Here we present curves of the optimal ACB factor
and the number of MTDs estimated by two random MTDs i
and j over time for the direct algorithm. It can be seen that
the proposed algorithm can estimate the number of MTDs n
and the optimal ACB factor q∗D accurately, and overcome the
disparity well. In contrast, the number of MTDs n and the
ACB factor q∗D estimated by the direct algorithm is inaccurate
and highly differentiated across MTDs. The disparity of the
ACB factor among MTDs would enlarge the estimation error
in the optimal ACB factor in the following estimation rounds,
which has a great influence on the delay jitter E[D2

T ]. To sum
up, the proposed algorithm is more robust and performs better
in terms of delay performance than the direct algorithm.

To take a close look into how to choose the cutoff threshold

α, Fig. 6 illustrates how the cutoff threshold α affects the delay
performance. It is shown that the mean access delay E[DT ]
and the delay jitter E[D2

T ] can achieve their optimal values
simultaneously in a wide range of α, indicating robustness
of the proposed algorithm. When α is too small, the delay
performance is poor since it is easy to cause the MTDs to
erroneously adjust the estimated network throughput as Me−1

according to (10). Here we suggest to set a large qinit, such
as qinit = 0.2, which not only can make each MTD have
more samples to estimate the optimal ACB factor in the
first estimation interval, but also can enlarge the range of α
with which the optimal delay performance can be achieved.3

On the other hand, when α is too large, the delay jitter
E[D2

T ] is far away from its optimal value especially when
the estimation interval T = 103 since a large α can not
overcome the disparity caused by insufficient samples with
a small T . To sum up, the cutoff threshold α should be
selected appropriately, not only to alleviate disparity as much
as possible, but also to control the estimation error within a
tolerate range.

3With a large initial ACB factor qinit, the estimated throughput ˜̂
λout in

the first estimation interval is small. In this case, even with a small cutoff
threshold α, proposed algorithm can estimate network throughput accurately
in the first estimation interval since in this case, we have αMe−1 >

˜̂
λout.

And then the ACB factor is adjusted to its optimal value q∗D , after which
the network operates with the optimal delay performance. Therefore, in the
following estimation rounds, the estimated throughput must be larger than
αMe−1 (since α is small) and is modified as Me−1 which equals to the
actual throughput, with which the network would be stabilized at the optimal
delay performance.
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Fig. 7 further shows how the performance of proposed
algorithm varies with the number of MTDs n in the network.
According to previous simulations, we set the estimation
interval T = 104 and the cutoff threshold α = 0.95. It can be
observed from Fig. 7 that with our proposed algorithm, both
the number of MTDs n and the optimal ACB factor q are
estimated accurately. Moreover, the mean access delay E[DT ]
and the delay jitter E[D2

T ] can be optimized simultaneously
regardless of the number of MTDs n in the network. It
indicates this configuration of the estimation interval T and
the cutoff threshold α can be applied for a wide range of the
number of MTDs n.

V. CONCLUSION

In this paper, we propose a novel distributed delay opti-
mization algorithm for MTC in 5G networks. It is found that
the achievability of the minimum of mean access delay is not
sensitive to the estimation interval and the cutoff threshold.
However, both of them have a crucial impact on the disparity
of the estimated ACB factor across MTDs, due to which
the delay jitter will be affected greatly. To minimize the
mean access delay and delay jitter simultaneously, both the
estimation interval and the cutoff threshold should be carefully
tuned. The proposed method focuses on delay performance in
the homogeneous scenarios. How to satisfy delay requirements
in the heterogeneous scenarios where each MTD adopts a
distinct set of access parameters distributively is of great
practical significance, which deserves future study.
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