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Abstract—The massive Machine Type Communications
(mMTC) is one of the three generic services to be supported by
5G wireless systems. To fulfill the ever-increasing network access
demand from a large number of Machine Type Devices (MTDs),
this paper develops a cluster-based group paging scheme. Specif-
ically, with the proposed scheme, MTDs are divided into clusters
and the group paging period is decomposed into two parts: intra-
cluster access period and inter-cluster access period. In the intra-
cluster access period, preamble reuse is adopted for facilitating
the access request transmissions from MTDs in each cluster to
its cluster head. In the inter-cluster access period, only cluster
heads send access requests to the base station.

To evaluate and optimize the access efficiency of the proposed
scheme, the probability of successful access of each MTD is
characterized, based on which the maximum probability of
successful access and the corresponding optimal number of
clusters and optimal length of the intra-cluster access period
are obtained as explicit functions of key system parameters
including the number of preambles and the number of MTDs. A
comparative study of the access efficiency for group paging with
clustering and without clustering is conducted, which reveals the
critical threshold in terms of the number of MTDs, above which
clustering is beneficial. The analysis is verified via extensive
simulations. It is shown that the access performance of the
proposed scheme significantly outperforms that of the traditional
group paging scheme, especially in massive access scenarios.

Index Terms—5G, group paging, cluster, massive Machine
Type Communications (mMTC).

I. INTRODUCTION

Machine Type Communications (MTC), also known as
Machine to Machine (M2M) communications, is a new type of
communication paradigm in which devices can automatically
operate, communicate, process information without or with
few human intervention. It is the key technology for enabling
many emerging Internet of Thing (IoT) applications such as
smart city, smart agriculture and e-Health. Recent reports have
revealed that the number of Machine Type Devices (MTDs)
will surpass 10 billion in the next few years and the data
traffic from MTDs will constitute the major portion of the
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traffic volume in the next-generation cellular networks [1].
Therefore, the cellular standardization body, the 3rd Genera-
tion Partnership Project (3GPP), has identified mMTC as the
one of the three generic services to be supported by 5G system
[2].

Supporting mMTC in 5G networks has to address many
challenges, one of which that captures much attention is
the severe congestion issue in the cellular random access
channel [3]. Specifically, in cellular networks, each MTD has
to establish a connection with the BS via the random access
procedure, before its data transmission. In the random access
procedure [4], each MTD randomly selects one orthogonal
preamble from the preamble resource pool and transmits via
the shared random access channel. If more than one MTDs
transmit the same preamble at the same time, a collision
occurs, in which case all access requests fail. Due to limited
number of orthogonal preambles in cellular systems, when
massive MTDs transmit access requests, frequent preamble
collisions occur and most of access requests fail, leading to a
very low access efficiency.

To address the above issue, group paging has been identified
by 3GPP as one standardized solution [5]. With group paging,
the BS would put MTDs into different groups according to
various metrics such as Quality-of-Service (QoS) requirement
or application type, and labels each MTD in the same group
with a certain group identifier. If the BS needs to collect
information from a group, then it sends a paging message
enclosed with the corresponding group identifier, and indicates
a period of time, which is referred to as the paging period.
MTDs in this group will then attempt to access the BS and
send messages in this specified period. As the BS determines
when MTDs could access the network, group paging enables
flexible control of MTC traffic and particularly suits for duty-
cycle MTC applications. Yet, various analytical results in the
existing literature have found that if the group size is large,
then the access efficiency with group paging is also intolerably
low [6], [7]. The fundamental reason, nevertheless, lies again
in the massive access requests from MTDs during the paging
period.

To reduce the number of concurrent access requests during
the paging period, cluster-based random access scheme could
be a promising way. The basic idea is further dividing MTDs
into clusters, where in each cluster, one MTD is selected as the
Cluster Head (CH) and others are Cluster Members (CMs).
CMs send access requests to the CH, and the CH would relay
the access requests to the BS. It is clear that in each cluster,
only the delegated MTD, i.e., CH, sends the access request to
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the BS. Therefore, the number of concurrent access requests
could be significantly reduced.

There have been lots of works on cluster-based random
access for mMTC in cellular networks. For instance, in [8]
and [9], MTDs are divided into two clusters depending on
different QoS requirements, and preambles are adaptively al-
located for the cluster with stringent QoS requirement. In [10],
only delay-tolerant MTDs are clustered, while delay-sensitive
MTDs send access requests directly to the BS. In [11], an
analytical model is developed to evaluate the reliability of
device-to-device links in each cluster and its effect on the
access performance. In [12]–[15], data aggregate process is
considered, where cluster members transmit packets to the
cluster head first, and then the cluster head initiates the access
request transmission. In [16] and [17], it is revealed that when
clusters are dispersed widely, preamble reuse among clusters
is possible, which can further improve the overall access
performance. In a nutshell, existing results have validated that
by adopting the clustering technique, the access efficiency for
mMTC in cellular networks can be significantly boosted.

Regarding this, we will enhance the access performance
of MTDs in group paging by using the clustering technique,
where a novel cluster-based group paging scheme is proposed
in this paper. The basic idea is to partition the group paging
period into two parts: intra-cluster access period and inter-
cluster access period. In the intra-cluster access period, CMs
send access request to a delegated CH; in the inter-cluster
access period, CHs send access requests to the BS. To
facilitate the intra-cluster access, preamble reuse is adopted,
for which we introduce a preamble reuse factor to characterize
the preamble reuse level in network-wide.

To evaluate the access efficiency of the proposed scheme,
the probability of successful access of each MTD is derived
as an explicit function of key system parameters including
the preamble reuse factor, the number of clusters, the length
of group paging period and the length of intra-cluster access
period. To exploit the limiting performance of the proposed
cluster-based group paging scheme, the maximum probability
of successful access is obtained by jointly tuning the number
of clusters and the length of intra-cluster access period. The
analysis sheds important light on practical system design.
It is revealed that the access performance of group paging
with clustering outperforms that without clustering only if
the number of MTDs in the group is larger than a certain
threshold. Such a critical threshold is explicitly characterized
in this paper and shown to be solely determined by the
preamble reuse factor.

The rest of the paper is organized as follows. Section II
introduces the network scenario. A novel cluster-based group
paging scheme with preamble reuse is proposed in Section
III. In Section IV, we derive the maximum probability of
successful access and corresponding optimal system parameter
setting. In Section V, simulation results are presented to
validate the analysis. Concluding remarks are summarized in
Section VI.

C

3

2

1

Fig. 1: Network scenario with clustering.

Intra-cluster access Inter-cluster access
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Fig. 2: Intra-cluster access period and inter-cluster access period.

II. SYSTEM MODEL AND PRELIMINARY ANALYSIS

This study considers a cellular network with one BS and
one paging group. The group size, i.e., the total number of
MTDs in this group, is N . We consider a general scenario,
in which the BS sends a paging message to this group and
identifies a paging period with length T time slots. Each time
slot denotes a time period in which one time-frequency uplink
random-access resource unit is allocated, where MTDs can
transmit preambles. Upon the reception of paging message,
all MTDs in the group would perform the random access
procedure during the paging period.

According to the standards [4], in the random access
procedure, each MTD randomly selects one out of M > 1
orthogonal preambles and transmits it to the BS. The access
request transmission is successful if and only if there is no
concurrent transmission of a given preamble at the same time
slot. Otherwise, a collision happens and all of them fail. In this
paper, we consider the one-shot transmission of each request,
where each MTD just transmits the access request only once.
We also consider the pre-backoff scheme for each MTD, that
is, each MTD randomly chooses one among T time slots for
transmitting the access request1.

Let us first consider the case that each MTD transmits
access request to the BS directly. In this case, the probability
of successful access of each MTD in group paging is given
by

pdirect = (1− 1
M ·T )

N−1. (1)

We can clearly see from (1) that when the group size N is
large, the probability of successful access would be very small.

1It has long been observed that upon the reception of paging message, if all
MTDs send access requests at the first time slot of the paging period, then the
access efficiency would be very low due to frequent preamble collision. With
pre-backoff scheme, bursty access requests could be dispersed over the time
domain to reduce the number of concurrent requests, which may improve the
access efficiency [18].
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Fig. 3: Probability of successful access pcluster versus number of clusters C and length of intra-cluster access period t, µ = 1
3 , T = 20, M = 20, N = 10000. (a)

pcluster versus C, t ∈ {4, 8, 12, 16} . (b) pcluster versus t, C ∈ {100, 150, 200, 250} .

III. CLUSTER-BASED GROUP PAGING SCHEME WITH
PREAMBLE REUSE

To improve the access performance, in this section, we
will incorporate the clustering method into the group paging,
and propose a cluster-based group paging scheme. As Fig. 1
illustrates, MTDs are divided into C clusters. In each cluster,
one MTD with the capability of caching access requests is
selected as the CH, and other MTDs are referred to as CMs.
The group paging period is divided into two parts: intra-
cluster access period and inter-cluster access period, as Fig.
2 illustrates, where the length of intra-cluster access period is
t time slots, t ∈ {1, 2, . . . , T − 1}. In the intra-cluster access
period, CMs in each cluster send access requests to their CH;
In the inter-cluster access period, CHs send access requests
to the BS. It is clear that the access request of an MTD can
be successfully received by the BS if and only if both the
intra-cluster access and the inter-cluster access are successful,
i.e., its CH successfully receives its access request and the BS
successfully receives its CH’s access request.

Note that the system would assign a set of preambles
for each cluster for the use of intra-cluster access. Reusing
the same set of preambles in different clusters is practically
feasible, because those clusters may be distributed apart
from each other such that the interference during preamble
transmission becomes negligible [16], [17]. Without loss in
generality, in this paper, we introduce a preamble reuse factor
µ to characterize the preamble reuse level in network-wide,
where the number of available preambles for each cluster is
given by M · µ. We assume µ is a given system parameter,
where µ ∈ [ 1C , 1], and µ = 1

C represents that preambles are
not reused, i.e., each cluster uses different set of preambles
and each set contains M

C preambles, µ = 1 represents that
preambles are fully reused, i.e., each cluster can use all M
preambles. An example will be presented in Section V to show
how the reuse factor is determined.

When MTDs are uniformly distributed and the coverage

of each cluster is similar, we approximate the number of
MTDs in each cluster as N

C . The probability that each CM
successfully sends an access request to the CH can then be
obtained as

pintra =
(
1− 1

M ·µ·t

)N
C −1

. (2)

As the inter-cluster access period lasts for T−t time slots, the
probability that each CH successfully sends an access request
to the BS is given by

pinter =
(
1− 1

M ·(T−t)

)C−1

. (3)

Let pcluster denote the probability of success access of each
MTD in the proposed cluster-based group paging scheme.
Since the access request of each MTD can be successfully
received by the BS if and only if both the intra-cluster access
and the inter-cluster access are successful, by combining (2)–
(3), we can then have

pcluster = pintra · pinter

=
(
1− 1

M ·µ·t

)N
C −1

·
(
1− 1

M ·(T−t)

)C−1

.
(4)

Fig. 3a demonstrates how the probability of successful
access pcluster varies with the number of clusters C with the
length of intra-cluster period t = 4, 8, 12 and 16, and the
number of MTDs N = 10000. It can be seen from Fig. 3a
that for given t, as the number of clusters C increases, the
probability of successful access pcluster increases first and
then drops. Intuitively, when C is small, each cluster contains
a large number of MTDs, leading to an intensified intra-
cluster contention and therefore a small pintra. On the other
hand, when C is large, the inter-cluster contention becomes
fierce, which results in a small pinter. Accordingly, for given
t, the number of clusters C should be carefully selected
for maximizing the probability of successful access pcluster.
Similar observation can also be obtained from Fig. 3b, which
shows how pcluster varies with the length of intra-cluster
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period t. From Fig. 3a-b, we can conclude that the probability
of successful access pcluster is crucially determined by C and
t. Therefore, in the following section, we study how to tune
C and t to maximize pcluster.

IV. PERFORMANCE OPTIMIZATION

In this section, we aim to optimize the performance of
the proposed cluster-based group paging scheme. Specifically,
we are interested in maximizing the probability of successful
access of each MTD pcluster by properly choosing the length
of the intra-cluster access period t and the number of clusters
C given the length of the paging period T , the preamble reuse
factor µ, the number of preambles M and the number of
MTDs N . The corresponding optimization problem can be
written as

popt =max
{t,C}

(
1− 1

M ·µ·t

)N
C −1

·
(
1− 1

M ·(T−t)

)C−1

s.t. 1 ≤ t ≤ T − 1,

1 < C.

(5)

Let popt denote the maximum probability of successful
access and, topt and Copt denote the corresponding optimal
length of intra-cluster access period and optimal number of
clusters, respectively. The following theorem presents popt,
topt and Copt.

Theorem 1. The maximum probability of successful access is
given by

popt=exp
(
− 4

MT

√
N
µ

)
, (6)

which is achieved when the length of intra-cluster access
period is set to

topt = T
2 , (7)

and the number of clusters is set to

Copt =
√

N
µ . (8)

Proof. See Appendix A.

Theorem 1 shows that the maximum probability of suc-
cessful access popt increases with the number of preambles
M , the length of paging period T and the preamble reuse
factor µ. It is intuitively clear that with more resources in
preamble domain or the time domain, the access performance
should be improved. At the meantime, it is surprisingly to see
from Theorem 1 that the optimal length of intra-cluster access
period topt is always half of T , which has no concern with
M , µ and the number of MTDs N . The reason leads to (7)
comes from (8), where the number of clusters C is optimally
tuned according to µ and N , such that in both intra-cluster
access period and inter-cluster access period, the ratio of the
number of MTDs over the amount of resource in preamble
domain reaches the same level. With t = topt and C = Copt,
we can obtain that

pintra = pinter = exp

(
−
√

N/µ

M · 2
T

)
, (9)

0 50 100 150 200

N

0.95

1

1.05

1.1

1.15

1.2

1.25

1.3

1.35

p
o
p

t
 /

 p
d

ir
e
ct

=0.2

=0.4

=0.6

=0.8

2229 42 82

Fig. 4: popt

pdirect
versus the number of MTDs N . µ ∈ {0.2, 0.4, 0.6, 0.8}.

with which the maximum probability of successful access popt

is achieved.
To see the performance gain brought by clustering, Fig. 4

shows how the ratio popt

pdirect
varies with the number of MTDs

N with the preamble reuse factor µ ∈ {0.2, 0.4, 0.6, 0.8},
where pdirect in (1) denotes the probability of successful
access without clustering. It can be seen from Fig. 4 that
for given N , popt

pdirect
increases with µ. Obviously, a larger

preamble reuse factor µ leads to more available preambles
for each cluster, and improves both the maximum probability
of successful access with clustering popt and the ratio popt

pdirect
.

On the other hand, for given preamble reuse factor µ,
popt

pdirect
decreases slightly first and then increases as the group

size N grows. Intuitively, when the group size is small, the
channel contention is already light. Clustering introduces one
more round of access request contention at the inter-cluster
level, which, however, results in opposite effect. As the group
size grows, the ratio popt

pdirect
sharply increases, indicating that

significant performance gain can be achieved by clustering.
Let Nthr denote the threshold in terms of the number of
MTDs, above which popt > pdirect. According to (1) and
(6), we can have

Nthr = 16
µ . (10)

(10) shows that with a large preamble reuse factor µ, the
threshold Nthr would be low, which implies that even when
the group size is small, the access performance of group
paging can still be improved via clustering.

V. SIMULATION RESULTS

In this section, simulation results are presented to validate
the proceeding analysis. In simulations, we consider a single-
cell scenario with the number of MTDs N ∈ [103, 104].
The BS adopts the clustering algorithm that is based on
geographical location information [19], which divides the
area into regular hexagons. The MTDs in the same hexagon
belongs to the same cluster [20], and one MTD near the center
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Fig. 5: An example of the network scenario, where the clusters with the same number
use the same set of preambles. The reuse factor µ = 1

3 .
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Fig. 6: Probability of successful access pcluser versus the number of MTDs N ,
M = 20, T = 20, µ = 1

3 , t ∈ {10, 15}, C ∈ {104, 173}.

of the hexagon is selected as the CH. MTDs are uniformly
distributed and therefore when the number of MTDs is large,
the number of MTDs in each hexagon would be approximately
same. The BS can tune the size of each hexagon so that the
number of clusters, i.e., hexagons, for covering the given area
can be adjusted. Each cluster is assigned a set of preambles,
which contains completely different preambles than those for
neighboring clusters. The transmission power of each MTD in
each cluster is perfectly tuned so that there is no interference
to the clusters which are not neighboring. Fig. 5 shows an
example of the network scenario, in which three neighboring
clusters collectively use the complete set of available pream-
bles and therefore the preamble reuse factor µ = 1

3 .
Specifically, it have been shown in previous section that

if N > Nthr, then the access performance of the group
paging can be improved by clustering. For preamble reuse
factor µ = 1/3, the threshold can be obtained as Nthr = 48
according to (10). Thus, we can see from Fig. 6 that with
N ∈ [103, 104], the probability of successful access without
clustering, pdirect, would be far below that with clustering,
pcluster. As the group size grows, the performance gain
with clustering becomes more significant, indicating that for
facilitating the massive access of MTDs in paging process,
formulating a hierarchy networking structure is indeed a useful
way.

On the other hand, for the probability of successful access
with clustering pcluser, as shown in (4), it is crucially de-
termined by the length of intra-cluster access period t and
the number of clusters C. Fig. 6 reveals that a preselection
of t and C (e.g., t ∈ {10, 15}, C ∈ {104, 173}) always
leads to certain degradation of network performance. Only
by optimally tuning t and C according to Theorem 1 can the
maximum probability of successful access popt be achieved.

Note that Fig. 6 also shows the maximum probability of
successful access popt declines as the group size grows. To
improve popt in massive access scenarios, as Theorem 1
indicates, the system can enlarge the number of preambles
M , the length of paging period T or the preamble reuse factor
µ. Simulation results presented in Fig. 7 confirm that under
different values of N , popt can be effectively improved with
the increase of M , T or µ. Finally, simulation results presented
in Figs. 6–7 well agree with the analysis.

VI. CONCLUSION

In this paper, we propose a cluster-based group paging
scheme with preamble reuse for mMTC in 5G networks.
The access performance of the network with the proposed
scheme is evaluated based on the probability of successful
access for each MTD. The explicit expression of this perfor-
mance metric is derived, with which the maximum probability
of successful access and corresponding optimal number of
clusters and length of the intra-cluster access period are
further characterized. The analysis is validated via extensive
simulations. It is shown that with the proposed scheme, the
access performance significantly outperforms that with the
traditional group paging scheme when the number of MTDs
is large, indicating that the proposed scheme is promising
for being used in massive access scenarios. It is also shown
that to further improve the maximum probability of successful
access under the proposed scheme, the network could extend
the length of the paging period, allocate more preambles or
enhance the preamble reuse level in the network.

Note that in this paper, we evaluate the network perfor-
mance by assuming that the number of MTDs in each cluster
is approximately same. Yet, in practical case, when MTDs
are not uniformly distributed, the number of MTDs in each
cluster may quite different from each other. In future work, we
will extend the analysis to incorporate such a heterogeneous
scenario.

APPENDIX A
PROOF OF THEOREM 1

Proof. To derive the maximum probability of successful ac-
cess and the corresponding optimal system parameter setting,
let us first rewrite (4) as

pcluster =
(
1− 1

M ·µ·t

)N
C −1

·
(
1− 1

M ·(T−t)

)C−1

≈ exp
{
−
(

N
M ·µ·C·t +

C
M ·(T−t)

)}
,

(11)

by applying the approximation y − 1 ≈ y and (1− x)
y ≈

exp (−xy) for large y and 0 < x < 1.
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(a) (b) (c)

Fig. 7: Maximum probability of successful access popt versus the number of preambles M , the total number of time slots T and the preamble reuse factor µ.
N = [1000, 5000, 10000]. (a) popt versus M , T = 20, µ = 1

3 . (b) popt versus T , M = 20, µ = 1
3 . (c) popt versus µ, M = 20, T = 20.

By letting ∂pcluster

∂t = 0, we have(
µC2 −N

)
· t2 + 2NT · t−NT 2 = 0, (12)

where (12) is a one variable quadratic equation about t, and
the solution is given by

t = −2NT±2TC
√
Nµ

2(µC2−N) = T · N±C
√
Nµ

N−µC2 . (13)

Since t = T · N+C
√
Nµ

N−µC2 > T does not satisfy the constraint
of 1 < t < T − 1, this solution is discarded. Therefore, we
have the single feasible solution of (12) as

t̄ = T · N−C
√
Nµ

N−µC2 . (14)

By substituting t̄ into (11), we can rewrite the expression of
pcluster as

pcluster=exp

{
−
(

N(N−µC2)
MµCT(N−C

√
Nµ)

+
C(N−µC2)

MT(C
√

Nµ−µC2)

)}
, (15)

and

∂pcluster

∂C =pcluster· 1
MT·

{[
2NµC

µC(N−C
√
Nµ)

+ 2µC√
Nµ−µC

]
+
(
µC2−N

)
·
[

N(2C
√
Nµ−N)

µ(CN−C2
√
Nµ)

2+
µ

(
√
Nµ−µC)

2

]}
.

(16)

By solving ∂pcluster

∂C = 0, we can get (8). By substituting (8)
in (14), we obtain (7). (6) can then be derived by combining
(7), (8) and (11).

REFERENCES

[1] Cisco whitepaper, “Cisco visual networking index: Forecast and trends,
2017-2022,” Feb. 2019.

[2] G. Durisi, T. Koch, and P. Popovski, “Toward massive, ultrareliable, and
low-latency wireless communication with short packets,” Proc. IEEE,
vol. 104, no. 9, pp. 1711–1726, Sept. 2016.

[3] A. Laya, L. Alonso, and J. Alonso-Zarate, “Is the random access channel
of LTE and LTE-A suitable for M2M communications? A survey of
alternatives,” IEEE Commun. Surveys Tuts., vol. 16, no. 1, pp. 4–16,
First Quarter 2014.

[4] 3GPP TS 36.321 V15.5.0, “Evolved Universal Terrestrial Radio Access
(E-UTRA); Medium Access Control (MAC) protocol specification,” May
2019.

[5] 3GPP TR 37.868 V11.0.0, “Study on RAN improvements for machine-
type communications,” Oct. 2011.

[6] C. H. Wei, R. G. Cheng and S. L. Tsao, “Performance analysis of group
paging for machine-type communications in LTE networks,” IEEE Trans.
Veh. Technol., vol 62, no. 7, pp. 3371–3382, Apr. 2018.

[7] W. Zhan, X. Sun, Y. Li, F. Tian and H. Wang, “Optimal group paging
frequency for machine-to-machine communications in LTE networks
with contention resolution,” IEEE Internet Things J., vol. 6, no. 6, pp.
10534-10545, Dec. 2019.

[8] T. P. C. de Andrade, L. R. Sekijima and N. L. S. da Fonseca,“A cluster-
based random-access scheme for LTE/LTE-A networks supporting mas-
sive machine-type communications,” in Proc. IEEE ICC’18, Kansas City,
MO, USA, May 20-24, 2018.

[9] W. Li, Q. Du, L. Liu, P. Ren, Y. Wang and L. Sun,“Dynamic allocation
of rach resource for clustered M2M communications in LTE networks,”
in Proc. IEEE IIKI’15, Beijing, China, Oct. 22-23, 2015.

[10] Y. Sim and D. Cho,“Performance evaluation of partially clustered access
scheme for massive machine type communications,” IEEE Commun.
Lett., vol. 24, no. 3, pp. 626-629, Mar. 2020.

[11] B. Han and H. D. Schotten, “Grouping-based random access colli-
sion control for massive machine-type communication,” in Proc. IEEE
GLOBECOM’17, Singapore, Singapore, Dec. 4-8, 2017.

[12] L. Liang, L. Xu, B. Cao and Y. Jia, “A cluster-based congestion-
mitigating access scheme for massive M2M communications in internet
of things,” IEEE Internet Things J., vol. 5, no. 3, pp. 2200-2211, June
2018.

[13] Q. Pan, X. Wen, Z. Lu, W. Jing and L. Li, “Cluster-based group paging
for massive machine type communications under 5G networks,” IEEE
Access., vol. 6, pp. 64891-64904, Oct. 2018.

[14] Z. Wang, E. Sun and Y. Zhang, “Delay and collision optimization for
clustered machine type communications in random access procedures,”
in Proc. IEEE ICEIEC’16, Beijing, China, June 17-19, 2016.

[15] M. Vilgelm and W. Kellerer, “Impact of request aggregation on ma-
chine type connection establishment in LTE-advanced,” in Proc. IEEE
WCNC’17, San Francisco, CA, USA, Mar. 19-22, 2017.

[16] S. Wang, H. Su, H. Hsieh, S. Yeh and M. Ho, “Random access design
for clustered wireless machine to machine networks,” in Proc. IEEE
BlackSeaCom’13, Batumi, Georgia, July 3-5, 2013.

[17] H. R. Mazandarani and S. Khorsandi, “Preamble reuse for mas-
sive machine-type communications in LTE networks,” in Proc. IEEE
ICEE’18, Mashhad, Iran, May 8-10, 2018.

[18] R. Harwahyu, X. Wang, R. Sari and R. Cheng, “Analysis of group
paging with pre-backoff,” EURASIP J. on Wireless Commun. and Net.,
vol. 2015, no. 1, Dec. 2015.

[19] Y. Xu, J. Heidemann, and D. Estrin, “Geography-informed energy
conservation for ad hoc routing,” in Proc. ACM MobiCom’01, Rome,
Italy, July 2001.

[20] C. Cho, C. Lin and J. Wang, “Reliable grouping gaf algorithm using
hexagonal virtual cell structure,” in Proc. ICST’08, Tainan, Nov. 2008.

Authorized licensed use limited to: SUN YAT-SEN UNIVERSITY. Downloaded on April 16,2022 at 14:06:01 UTC from IEEE Xplore.  Restrictions apply. 


